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Mediation Effect

• How to remove Placebo Effect

Medicine Cure

Placebo



Mediation Effect

• How to remove Placebo Effect?

• Challenge: Med = 1 and Placebo = 1 always co-occur; or, 

illegal to realize the following graph

Medicine=1 Cure

Placebo=0

Ideal case



Mediation Effect: TDE (the minus trick)

• How to remove Placebo Effect?

• Solution: counterfactual→cheating→Med = 0 but Placebo = 1

Medicine=0 Cure

Placebo=1

Medicine Cure

Placebo=1

minus



Do and CF in debiasing methods

• Assumption: train ≠ test (OOD)

• Do: CSS, CVL, Re-weighting/Re-sample

• CF: RUBi, CF-VQA, LMH

CSS: Chen et al. Counterfactual Samples Synthesizing for Robust Visual Question 

Answering. CVPR’20

CVL: Abbasnejad et al. Counterfactual Vision and Language Learning. CVPR’20

RUBi: Cadene et al. RUBi: Reducing Unimodal Biases in Visual Question Answering. 

NeurIPS’19

LMH: Clark et al. Don’t Take the Easy Way Out: Ensemble based Methods for Avoiding 

Known Dataset Biases. EMNLP’19



VQA OOD



Long-tail OOD



What’s new?

• A best of two worlds VQA model

• A best of two worlds long-tailed model



Introspective Distillation for VQA: Key Idea

• ID-Teacher: Good @ Train = Test, Bad @ Train != Test

• OOD-Teacher: Good @ Train != Test, Bad @ Train = Test

• A Student learns the best of the two teachers

• By ONLY given the train, how does the student know to whom 

she should listen （oracle)?



Introspective Distillation for VQA: Key Idea



Introspection: Case 1

• if ID-bias > OOD-bias, then ID-teacher < OOD-teacher 

For each sample,

If ID-Teacher is too good to be true

OOD-Teacher not so good,

W(OOD) ∝ XE(OOD)/XE(ID)



Introspection: Case 2

• if ID-bias < OOD-bias, then ID-teacher > OOD-teacher 

For each sample,

If ID-Teacher is not so good,

OOD-Teacher is too good to be true,

W(ID) ∝ XE(ID)/XE(OOD)



Introspection: Case 3

• if ID-bias ≈ OOD-bias, then ID-teacher ≈ OOD-teacher 

For each sample,

If ID/OOD-teachers are similar,

W(ID) ≈ W(OOD) as

XE(ID) ≈ XE(OOD)



The Introspective Pipeline



How does Introspection look like?



How does Introspection look like? Both are mostly 

Case 3
ID-teacher ≈ OOD-teacher



How does Introspection look like? VQA-CP has 

more Case 1 than VQA
ID-teacher < OOD-teacher



How does Introspection look like? VQA has more 

Case 2 than VQA-CP
ID-teacher > OOD-teacher



How does Introspection look like? Both ID-Teachers 

are weaker (more biased than OOD-Teachers)

Homework



The best of the two worlds



Current LT is just a “bias flip” game



So, it does not truly improve the feature



Factual and Counterfactual ERMs Blend: 3 Steps

Step 1

• Learn a conventional classifier on the imbalanced training 

data as the factual model

• Learn a balanced classifier as the counterfactual model 



Factual and Counterfactual ERMs Blend: 3 Steps

Step 2: ER Weights



Factual and Counterfactual ERMs Blend: 3 Steps

Step 3: Blended ERM



Why? Selection Bias Removal

Reichenbach Principle [raikin-ba:k] Do-operator



ERM on the Do-modified graph

Jung et al. Learning Causal Effects via Weighted Empirical Risk Minimization. NeurIPS’20



Backdoor Adjustment: from “interventional” 

distribution to “observational” distribution



More math



Overall ERM

(x, y, 1) means factual sample,

drawn from training data 

(x, y, 0) means cf sample, drawn from 

balanced model

XE loss



Overall ERM: it explains all



The best of the two worlds: balanced test



The best of the two worlds: imbalanced test



The best of two worlds: improved feature (LT data trained 

backbone. Normal classification on balanced data




